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Abstract

The paper describes the experience of the MCCA research group with regards to the interoperability of
Folker, ELAN and Praat computer programmes for multimodal linguistic annotation, describing the reasons
for choosing them instead of other available software. Furthermore, from the point of view of users, the
authors indicate the possible (technical) solutions that could facilitate the work of linguistic annotators of
multilingual data.
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1. Introduction

In the present paper we would like to present our experiences with the use and the interoperability
of the computer programmes Praat, Folker and ELAN for transcription and multimodal linguistic
annotation as part of the MCCA project (“Multimodal Communication: Culturological Analysis”,
www.mcca.uw.edu.pl, in full: “Culturological and Suprasegmental Analysis of Communicative
Interactions Marked by (Im)Politeness”, financed by the Polish National Centre for Science). It is a
project based on collaboration between Polish and German scientific units (specifically the Institute
of Specialised and Intercultural Communication at the University of Warsaw, and the Institute of
Slavic Studies and the Institute of Computational Linguistics and Phonetics at Saarland University)
for suprasegmental, multimodal and culturological analyses (see Miiller 1998; Ogden 2006; Poggi
2007; McNeill 2005; Schmitt 2005; Bonacchi 2013; Bonacchi, Karpinski 2014), i.e. the analysis of
vocal, verbal and kinetic displays (according to Sager 2004: 123ff.) of (im)polite behaviour as
relevant communicative behaviour in several cultural settings.

The aim of the project is not only to transfer specialist (culturological and phonetic) knowledge
and produce new knowledge about intra- and intercultural dialogue and mechanisms that disturb
effective face-to-face communication, but also to develop standards of linguistic annotation for the
Polish language that would be compatible with international tools for the description and analysis
of speech data. Even though the primary aim of the project is to investigate suprasegmental cues
and the culturological characteristics of interactions marked by polite and impolite behaviour
(according to the second-order framework in Bonacchi 2013) in a corpus of digitalised Polish and
German audio and video recordings (dyadic communication units), the annotation layers in ELAN
have also been successfully used for the multimodal analysis of friendly and aggressive interactions
in further pilot studies (see Bonacchi, Mela 2015).
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2. ELAN, Folker and Praat in speech analysis

We have used the Praat (Boersma, Weenink 2015), Folker (Schmidt, Schiitte, Hartung
2010) and ELAN (Sloetjes 2015) computer programmes in tandem for the annotation of
speech data. We chose to use EL AN for several reasons. Firstly, it offers the possibility
of integrating suprasegmental and verbal analysis with multimodal analysis thanks to its
technical characteristics and its high degree of interoperability with other speech analysis
programmes — for example it is interoperable to a high degree with EXMARaLDA
(www.exmaralda.org), another programme we considered using. An important reason for
preferring ELAN as an “umbrella-tool” (for the creation of complex annotations for video
and audio resources) over other programmes was that it offers a very high degree of
flexibility when it comes to defining the tier-structures (annotation tracks or layers) and
thus defining the levels of linguistic analysis. Secondly, we wanted to work with an open
system which could also be used both by students and for teaching purposes. These
possibilities were also available with ANVIL (Annotation of Video and Language Data,
www.anvil-software.org), another programme we considered using. ANVIL interfaces well
with Praat because it allows the pitch contour and a waveform to be displayed. On the
homepage of the programme (http://www.anvil-software.org/, last view: 20.6.2015) it has
been announced that the forthcoming version of ANVIL will be compatible with ELAN
files, permitting the user to switch between the programmes for optimised linguistic
annotation and analysis. The main reason for choosing ELAN for our project was that it
was already being used in other Polish research centres (for example by the Centre for
Speech and Language Processing in Poznan for the DiaGest Corpus,
http://cslp.wa.amu.edu.pl, a scientific unit which we work closely with, see Jarmotowicz-
Novikow, Karpinski 2011).

While working on the project we have encountered various problems with the
interoperability of ELAN, Folker and Praat, which we will describe in this paperl. At the
same time we will indicate from the point of view of users the possible (technical)
solutions that could facilitate the work of linguistic annotators of multilingual data.

2.1. Transcription: GTA2 conventions and Folker

A crucial moment in the annotation work turned out to be the transcription of verbal
display and its connection with tiers related to the description of vocal display, for example
annotation levels related to the use of voice, turn-taking, paraverbal features like
backchannel and hesitation signals etc. Even though transcriptions in other Polish research
groups (for example the Pelcra-research group at the University of Lodz, Spokes-corpus, s.
Pezik 2012) are carried out directly in ELAN, we have found it necessary to do the
transcription as a separate step.

In order to have the transcription as a separate step, we have carried it out using Folker,
a programme developed at the Institute for the German Language in Mannheim, Germany.
The programme makes it possible to modify the transcription at any moment during further
elaboration and to read it again as a tier in ELAN without compromising time-alignment.

At the moment Polish does not have a national standardised convention system for
transcription like the GTA2 (Gespriachsanalytisches Transkriptionssystem, Selting et al.

L A shorter version of this paper was presented as a poster at the CLARIN-meeting CAC2014 in Soesterberg (Holland),
23-25.10.2014 (www.clarin.eu/sites/default/files/cac2014_submission_32_0.pdf).
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2009) for German. The programmes for transcription developed by Polish research group
are, despite being very promising, still in a phase of verification. Some proposals of
transcription conventions for Polish for conversational analysis (e. g. Ranczew-Sikora
2007 and Frei 2013) are based on British/American ethnographic methods
(ethnomethodology), which often turn out not to be suitable for wide multimodal analysis.
Some research groups conduct their transcription in non-specific programmes, which are
exportable in many text-formats, or, as mentioned, directly in ELAN. From Elan it is
possible to export the text in many formats, for example in Excel-files (fig. 1).
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Figure 1: Transcription of a Polish dialogue, originally carried out in ELAN and exported as an Excel file
(courtesy of Piotr Pezik, Pelcra-Project, University of £.6dz, http://clarin.pelcra.pl/Spokes/)

A very good example of software for the transcription of verbal data is Annotation Pro,
developed at the University of Poznan (version 2.2.0.4., http://annotationpro.org/, see
Klessa, Karpinski, Wagner, 2013). Annotation Pro is an innovative programme designed
for the precise time-aligned transcription and annotation of audio recordings. It can work
with multiple annotation tiers and offers functions that support fast manual segmentation
and transcription. Besides graphic representations of speech signal (spectrogram,
waveform view), it features various signal modes (fig. 2).

Moreover, Annotation Pro can host plug-ins for automatic or semi-automatic
segmentation and transcription. It has a unique function that allows quasi-continuous
variables to be used in annotations. Their values can be selected from pre-designed or user-
designed graphical representations of one- or two-dimensional spaces (e.g. perceived pitch
or heightened emotion in_expressions). Additionally, it offers an experiment mode in which
one can design and carry out perception tests. It can also provide basic statistics for
annotations. Annotation Pro exports and imports annotation data from Praat as well as
other popular systems. It has already been equipped with plug-ins and extensions for
annotation analysis and processing. Finally, it can work with a user-defined workspace
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which facilitates dealing with large corpora. As mentioned by Klessa and Karpinski
(2012), it is planned to further develop Annotation Pro in order to include a video
annotation mode with a host of necessary functions. Since Annotation Pro was in a phase
of development when we started our project, it was only possible to run preliminary tests
with the use of this tool. Based on these, we see the software as being potentially useful for
multimodal annotation tasks in the future, provided that interoperability conditions are met.
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Figure 2: Transcription of a Polish dialogue using Annotation Pro
(courtesy of Maciej Karpinski, Adam Mickiewicz University in Poznaf).

2.2. Folker to ELAN

For the transcription of the verbal display we used Folker (Fig. 3), developed by
Schmidt Thomas, Schiitte Wilfried, and Hartung Martin, which is particularly suitable for
the GAT2-transcription conventions.

For our transcription of speech data we have used a system based mainly on GAT2
standard conventions for Basic Transcription, which has proved to be very suitable not
only for German, but also for the Polish language. GAT2 conventions make it possible to
refine the transcription by indicating prosodic and acoustic phenomena like speech pace,
loudness, changes in intonation, pauses etc., and also turn taking dynamics, such as:

Simultaneous utterances (overlaps), e.g.:

B: <<all> what sense of [responsibility do you...]>
A <<f> [quiet!]>
Latching:

= no interval between the end of the prior turn and the start of the next turn, e.g.

A My eyes started tearing up =
= | started crying

Intervals between and within utterances:
@) an estimated micropause of less than 0.2 seconds
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) an estimated short pause of 0.2-0.5 seconds

Intonation contours at turn completion:

? clearly rising intonation

¢ rising intonation

i a mid turn sharp rise in intonation
l a mid turn sharp fall in intonation
<h> high tone of voice

Characteristics of speech delivery:
a colon indicates extension of the preceding sound or syllable, e. g. ba:d

QUIET capital letters indicate focus stress and increased loudness

Dynamics of speech delivery:
<all>  afast manner of speaking

<acc>  aspeaker starts speaking faster
<f> a loud manner of speaking

<ff> a very loud manner of speaking
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9 001536 00:17.26 Az =wigc kibicom (.) wielki szacun (.) x | v =
10 00:17.36 00:19.06 Az ‘a PANIA wzywam do poprawy X v @
11 00:19.36 00:20.75 Mo do jakiej poprawy przepraszam' x 7 A4
12 002075 00:21.71 AL do () rekolek_ x | v

13 002171 00:22.69 Mo 2y mam czy czy mam v

14 002171 00:22.69 AL _cji patriotycznych v

15 00:2260 00:25.82 Mo sig uczy¢ od starucha zeby bic y y po twarzy pitkarza? x| 7|,
[14:08:15) :\sers user| RIN\Olejnk korrs. fik saved, Player: DirectshowPlayer Parse-Levek 3

Figure 3: Folker-transcription of Polish data (a TV debate between Artur Zawisza and Monika Olejnik about
| an_Independence Day march in Poland in 2012, http://www.tvn24.pl/kropka-nad-i,3,m/niesiolowski-zule-bili-
policje-zawisza-pan-powiedzial-juz-wszystko,288294.html), segment-view

We have found the GAT2 conventions to be well-suited to transcribing Polish. Just a few
small adjustments to Folker would facilitate transcription work with Polish speech data:

1. Polish diacritics (a, €, 1, §, 1) direct on the Folker keyboard:;
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2. the introduction of special characters to mark sentence or word disruptions (anacoluthons)
which are not always marked by a repair initiation;

special mark-up for repair initiation;

4. special mark-up “_” for interruptions due to overlaps, as shown in the following Folker
output as a segment list:

{00:19} 0011 MO do jakiej poprawy przepraszam’
{00:21} 0012 AZ do (.) rekolek_
{00:22} 0013 [_cji patriotycznych ]

{00:22} 0014 MO [czy mam czy czy mam]

We have encountered some problems while adapting the GAT2 conventions to Polish, for example:

o different intonation patterns, which make it difficult to evaluate default (not marked) values
for utterances;

e the lack of a consistent inventory of so-called ‘filled pauses’ (hesitation signals) and
backchannel signals, which are different in various languages (e.g. the German ‘4hm’ vs.
the Polish ‘hmm’ or the English ‘umm’);

e the annotation of non-lexical units, quasi-lexical units, and paralinguistic sounds (like
clicks and percussives, see Karpinski 2012).

Folker makes it possible to show moments where the contributions of speakers overlap,
which helps a conversation analyst to notice, among other things, regularities and
interdependencies between speakers (e.g. which of the speakers — and when/how often —
interrupts his/her interlocutor), and so it offers a preview of the linguistic phenomena that
have to be annotated in the final tier-structures of ELAN.

The program also offers the possibility of producing an output of the transcription in
*.html-format as a segment list or score, as a compact score with audio player file (fig. 4),
as a contribution list, as a contribution list with audio player (fig. 5), as a GAT basic
transcript (fig. 6) and as a “quantification” (quantitative data) (fig. 7).

Figure 4: Output as a compact score with
audioplayer
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EEEZ

>

e ———. Figure 5: Output as contribution list with
audioplayer

Figure 6: Output as GAT basic transcript

MO AZ Without Total

Contributions (number) 6 10
Contributions (length)  22.21  38.25
Words (tokens) ] ]

Words (types) 2 2

Micro pauses. a )
Non-phonological ) )
Breathing ] ]

Measured pauses (number) 2 2
Measured pauses (length) a ) ) @

[}
]
[}
[}
]
[}
8

0 hours, 0 minutes, 46.81 seconds total transcribed time. 16 contributions. of which 16 with syntax ermrors and 0 with time errors.

Figure 7: Output as quantification

At the end of the transcription work with Folker, a final transcription format (*.flk) is obtained
which can be exported to different formats compatible with the current programmes for further
annotation: either as EXMARaLDA Basic Transcription (*.exb, *.xml), as an ELAN annotation
file (*.eaf), as PRAAT TextGrid (*.textGrid), as F4 Transcript (*.rtf, *.txt), as an Audacity label
file (*.txt), as a TEI file (*.xml) — which afterwards permits the user to mark up the text
syntactically at any level of granularity —, or as plain text subtitles (*.txt).

After importing the Folker-transcription in eaf.format into ELAN, in which the scores of the
speakers are displayed in separate tiers, we defined further annotation layers related to further
levels of analysis (speech acts, vocabulary, types of sentences, PoS, voice, gestures, facial
movements, etc.). To standardise analysis work within the research team we have created templates
(MCCA-StandardTemplates) for linguistic annotation. In the following example (fig. 8) we have
provided templates for the following description layers: event (description, not aligned with the
signal), comments (description, not aligned with the signal), transcription (whole transcription, not
aligned with the signal), verbal utterances of S(peakers) (words_S1, words_S2, words_S3, aligned
to the signal), close transcription (close phonetic transcription, for example for backchannel-signals
or hesitation signals, for lengthening cases etc., aligned with the signal), semantics (particular
meaning of words, for example pejorative or meliorative forms, aligned with the signal),
morphology (morphological information, aligned with the signal), translation (translation in
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English, not aligned with the signal), suprasegmental features (aligned with the signals, for further
analysis with Praat), intonation (aligned with the signals, for further analysis with Praat), smile
(smile-voice and laughter, aligned with the signal), accents (for information structure, aligned with
the signal), motion (body movements of the Speakers, aligned with the signal), gaze direction
(facial movements and eye movements, aligned with the signal), axial direction (axial movements
of the speakers, aligned with the signal), and gesture phases (gesture phases of the Speakers,
aligned with the signal). Of course, the tier structure is the result of a work convention and can be
adapted to different research aims.

22 ELAN - Exampleleaf, e
Tie

feline Hall gelobt - 02.04.2011 NDR Talkshow.mp4

e
[

feline Hall gelobt - 08.04.2011 NDR

oso000000 v
[ EC Kb [0 [PE [ ] 2] M 2 woras_st
¥ words_S2

o[ o[ 1] Osee

¥ words_S3

T T

dvonE. | v 00 00:00:01.000  00:00:02.( ¥
e ——— |

T T T T T T T T T
J0.00:04.000  00:00:05000  00:00:06.000  00:00:07.000  00:00:08000  00:00.09.000  00:00:10.000  00:00:11.000  00:00:12.0

B a4 A o B e

T \ T T i T T T T
joo0:04000 00005000 000006000 00007000 00:000B000  0n0DDSO00 000040000 00001000 0vacd2ds

i
loon” " oa:00:01.000

es
Apply Attributes OF tras iption
S Delete transcription =
. Collapse ! Expand transcription D] = ——=

Figure 8: ELAN-view including MCCA-StandardTemplates

2.3. Folker and ELAN to Praat

Folker and ELAN files can also be exported as Praat-TextGrid files for further annotation (for
example for the annotation of pitch, duration, intensity, intonation contours, characteristics of filled
pauses, laughter, reductions, corrections, turn-taking etc.). For a graphic visualisation of the vocal
display in the form of spectrograms and additional graphs based on the extraction of a range of
values from the acoustic signal, we used Praat, which makes possible the creation of Praat images
and the extraction of values related to the vocal performance.

Furthermore, thanks to the availability of a spectographic display of the speech signal, Praat makes
a fine phonetic transcription possible — fundamental for such parameters as duration, lengthenings
and hesitation phenomena, which are very important in (im)polite communication.

Unfortunately, it is not possible to read visual representations produced by Praat directly in ELAN.
An integration of the functionalities of Praat and ELAN would permit the simultaneous use of the
visual/graphical representations and the options supporting multi-modal annotation (multi-tier
annotation, user-defined templates, and video display) without the need to import/export data
between various tools. The importance of developing in the future such functionality for creating
visual representations of the signal in ELAN or in other software for multimodal annotation, like
Annotation Pro, could permit users to analyse directly in them, for example, the stress on the word
“pania” in the Polish utterance “a PAnig (.) wzywam do poprawy” (English: “and I call on YOU (.)
to change your behaviour!”) (see fig. 9), which is very important for revealing the aggressive
intention of Speaker.
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Figure 9: ELAN-files with the Polish word “PAnig” (English: “YOU” with a focus accent)

exported to Praat for further investigation.

For further multimodal analysis of this conflict interaction we have defined the following tiers:
words, translation, conflict initiator, argumentative structure, vocabulary, man’s signals, woman’s

signals, gestures, face, voice, and type of situation (see fig. 10). The list is,

however, not final or

universal. Our ultimate aim is to develop a tier-structure for multimodal analysis which would
permit the preparation of compatible data in several European languages (see Bonacchi, Mela;

2015).
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Figure 10: An example of a multimodal annotation in ELAN
for the analysis of conflictual communicative behaviour.
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3. Concluding remarks

The implementation of the tools described above would make a thorough analysis of face-to-face-
interactions possible. The authors of the paper would like to draw the attention of software
developers to the following aspects:

the introduction of a user-friendly (not only for scientific aims, but also for didactic purposes)
unitary standard of transcription for European languages based on the Latin alphabet. For this aim
the creation of widely flexible conventions which cover the whole range of linguistic phenomena in
various spoken languages is necessary;

e the advantages of more interoperable IT tools which can permit a deep analysis of
communicative displays, from verbal ones through the prosodic aspects to nonverbal
communication;

o the benefits of investigating multilingual corpora in order to develop second-order
frameworks for the annotation, comparison and explication of communicative phenomena.
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